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Dear ELRAMembers

At the end of ELRAs second full year of operation, it is time to take stock of the progress we have made in 1997 and to
give a preview of activities for the coming ye&trthe Annual General Meeting held at the end of November we were able

to document a wide range of activities. 66 Speech\V¥@ien, and 36ITerminology resources are now available from
ELRA, and the number of agreements with resource providers is increBsen$997 management and financial reports

and the budget for 1998 were all approved by the GeAssalmbly as was the revised membership fee structure, giving

us a solid basis on which to work in 1998. More detailed information ohGh is given in this Newsletteand the full

minutes have been sent to all members.

TheAnnual General Meeting also saw the election of a new Board for the next two/eavsuld like to take this oppor

tunity to thank the retiring Board members, Robin Bonthrone, Lou Boves, Guiseppe Castagneri, and Christian Galinski fo
their valuable contribution to the work of tAgsociation in its decisive early stagésthe same time, we would like to
welcome the new Board members: Darliapias fromTelefonica 1&D, Henk van den Heuvel from SPEX, afalker
Steinbiss from Philips GmbH Forschungslaboratorien. For those members who did not attedi fipzofiles of the new

Board members are given in this issue.

Turning to ELRAs day-to-day business, we are happy to report that a number of new resources have been acquired, inclt
ding Poly\ar and the SpeechDat speaker verification database from ,|EHABIlingual Collocational dictionary acqui

red from Horst Bogatz, the Karl-May-Korpus made available by Karlheinz Evert, and new corpora fidgenbtinebil

spoken dialogue collections. Detailed descriptions of these resources are available further on in this Newsletter and on o
Web site A number of other contracts are in the pipeline, and we would like to repeafeyuioahembers and others to
distribute their resources. For more details, please get in touch with the &fiEsA

The current issue of the Newsletter also carries a number of interesting articles, including one by Catherine Pease on isst
in Arabic machine translation, and by Florian Schiel on the probabilistic analysis of pronunciation with MAUS. Further
there is a report from Leon Rubinstein on the new LV&#kgroup onTools Benchmarking and summaries on the work

for ELRA on validation manuals from Nancy Underwood dody McEnery & Lou Burnard.

One of ELRAs key activities in 1998 will be the Conference on Language Resources and Evaluation, to be held in May
in Granada, Spain. Interest in the Conference has been considerable; all in all, proposals for 250 papers and 12 workshc
were submittedThe preliminary Conference programme will be decided on 3rd of February and publishedvégbour

site and in the newsletter

In conclusion, all that remains for us to do on behalf of the EBR#&rd and the ELDAtaf is to wish all our members
and partners a merry Christmas and a happy Xeav We look forward to working with you in 1998!

Antonio Zampolli, President Khalid Choukri, CEO
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ELRA Board Profiles

Henk van den Heuvel

Henk van den Heuvel was born in Zeisthe Netherlands, in 1963. He studied German language and literature at the
University of Utrecht, with a specialisation in phonetics.

In 1988 he joined the Department of Language & Speech at the University of Nijmegen, where he worked in the field
computeraided instruction for students in phonetics. He stayed in the same department while writing his PhD thesis ent
led "Speaker variability in acoustic properties of Dutch phoneme realisations”, which he defended in February 1996.

Henk van den Heuvel also worked on the European ONOMASTI©fect (LRE-61004) during the years 1994-1995 (deve
loping pronunciation lexicons for DutchiTS systems). During 1995, he was involved in the MIMMRIS project on spee

ch recognition in automatic inquiry systems, while during 1995-1996 he worked for SPEX in the SpeechDat(M) project c
database validation. He Workpackage manager for the SpeechDat(ll) project, again with respect to database validatior
He is also working on the improvement of automatic speech recognition systems.

He sees his contribution to ELR#eing mainly in the field of the validation/quality control of speech databases.

Volker Seinbiss

Born in Rheydt, Germanyn 1957 Volker Seinbiss studied mathematics in Goettingen, Germaamy Nice, France, specialising in
complex analysis and receiving Diplom-Mathematiker and@rnat. degrees in 1983 and 1985 respectively

Starting in 1986, he worked on automatic speech recognition at the Philips Research Laboratories ig biagiawchen, where

his primary interest has been in search techniques. He was ge @fa&8PICOS, a joint project between Siemens, Philips, and the
Institute of Perception Research in Eindhoven that led to the first German 1,000-word continuous speech understanding systel
of the Philips internal lgie-vocabulary speech recognition project, which provides the technology for automatic transcription of na
rally spoken dictation (65,000 words continuous speéidig.head of thdachen-based Philips speech recognition research group
since 1994, he is responsible for the definition and execution of Piitisitific program in speech recognition and understanding,
and for transfer to its commercial outlets.

His public engagement is reflected in his membership of a numbeganisations (DMYESCA, ELRA, IEEE, LDC, and GI) as
well as in his participation in various committees, steering committees and Boardgdih@obil, ELRA, and DAGA).

Daniel Tapias

Daniel Tapias obtained a degree Telecommunications Engineering with a specialisation in "Communicatiofg&smission"
(Comunicacién-tansmision) from the Universidad Politécnica de Madrid in 1987. He later joined Page Iberica S.A., where he w
ked as a software engineer before becoming a research and development engineer in the Speech Processing Group in 1988
position he researched robust isolated speech recognition in automotive environments. He also participated in tHeAHSBRIT
project (Adverse-environment Recognition of Speech).

Since 1991, he has been working in the Sp&echnology Division offelefénica Investigaciéon y Desarrollo, where he is currently
the technical manager of the Speech Recognition Group.

DanielTapias' areas of research are speald@pendent automatic speech recognition through telephone and GSM channels, spea
adaptation, noise and channel compensation, and conversational systems. He is also involved in the design of evaluation metf
gies and in speech database design, collection and labéllinigiting scientist at both Bell Labs (1991) and Carnegie Mellon
University (1995), he focused there on speech-to-speech translationgaddeabulary continuous speech recognition respectively

The author or co-author of more than 20 papers, Ddajelas has participated in several University conferences and seminars
Together with the Speedfechnology Division, he was awarded the f&stCIET '92 prize for innovation in the field of telecem
munications, as well as tiectualidad Electronica '93 award for the SAITMAPReech technology-based service.

The ELRA Board 1998-1999

President:
ANTONIO ZAMPOLLI Treasurer: Members:
HARALD HOGE GEORGES CARAXANNIS

Vice-presidents: HENK VAN DEN HEUVEL
NORBERT KALFON THOMAS SCHNEIDER
JOSEPH MARIANI Secretary. VOLKER STEINBISS
ANGEL MARTIN-MUNICIO BENTE MAEGAARD DANIEL TAPIAS
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ELRA Annual General Meeting, La Villette, Paris

28 November 1997

he third ELRAAGM started with
I lunch oganised by ELDAstaf mem:

ber Rébecca Jahin. Following this,
there was a welcome from the ELR
President and meeting chairmahntonio
Zampolli, followed by the examination @
the proxies (a total of seven) and the app
val of the agenda and the 1996GM
minutes. The CEO, Khalid Choukri, the
presented the management report for
period between October 1996 a
September 1997, which had also been-n
led to all members. In his presentation,
gave an update on the ELtaf as well as
on ELRA membership statistics for 1994
1997 (which show an equal balance-b
ween the three collegesjouching on the
1997 special membership fef, he uged
members who wanted to take advantage
the ofer to send back their consent form
66 Speech, 126 Written, and 361
Terminology resources are now availah
from ELRA, with most resources distriby
ted coming from the Speech collegéne
number of agreements signed with resou
providers has increased.
Khalid Choukri also said that the validatid

going on to present the methodology
and initial results from the marketin
survey He encouraged those memb
Awho had not yet filled in their questio

naires to do so. Marketing would be t
f most important task performed
rdELRA in the coming months, and woul
be co-ordinated by ELDA new
MarketingAssistant, Malin NilssonThe

owould be solved. Khalid Choukri then pre

sented the income and expenditure state
rments for the period under reviewhile the
TreasurerThomas Schneidgestated that the
eaccounts had been audited by an external
ycompany and had been found to be in arder
After the approval of the financial report,
the 1997-1998 budget was then presented
by the CEO and approved. proposal for

E

h€EO then went on to give a status reppinew membership fees based on the type and
don the LREC conference, emphasisinisize of oganisation concerned (see below)
afhat one person from each ELR#em | was presented by the Secretary and appro
hdéer oganisation was entitled to atterjdved by the GeneraAssembly Renewal
the conference free of clga. Turning | notices will be sent to all members in
-to the Associations detailed plans fof January
et1997/1998, Khalid Choukri said that After this, the nominations of candidates for
these would concentrate on increasinthe Board which had been received were
the number of members, improvingapproved, and the elections to the Board
ofales, aganising the LREC, and distri \ere held. Since onlyllnominations had
sbuting the validation manuals. been received for a twelve-person Board,
Following this, the financial report and the missing member would be nominated as
leaudited accounts were presented. In foreseen in the statute§he CEO and
brief opening statement,Antonio | President then thanked the former Board
Zampolli commented on the members, Robin Bonthrone, Louis Boves,
ICAssociations cash flow problems} Giuseppe Castagneri and Christian Galinski
which had been caused by late paymeifor their work and presented them with
nof moneys due from the Europeargifts. Closing the meeting,Antonio

manuals would soon be available, befa

r&€ommission, and stated that thesiZampolli thanked everyone for attending.

New member ship fees for 1998

Non-profit making oganisations: 750 ECU
European SMEs < 50 employees: 1000 ECU
European profit making ganisations 50 employees: 1500 ECU
Non-European profit-making ganisations: 5000 ECU

L exicon Validation
Nancy Undewood

s part of its contract with the Europearvalidation manual includes a step-by-st
Commission, ELRAhas to produce

alidation manuals for resources

each of the colleges (Speeclhlext,
Terminology).The following article gives ar
overview of the draft manuals on lexicd
validation, produced by Center fd
Sprogteknologi.

The work on lexicon validation performed
Center for Sprogteknologi has resulted
two reports: a draft manual for the validati

of lexica and a draft proposal for a standarcontent validation, which is concerng

for the creation of lexica (the latter beir]
based on EAGLES 1996a, 1996bhe draft
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e|tion. Formal validation itself is further divi
a ded into technical validation and conformity
cwith specificationsTechnical validation will
fibe first carried out hyor under the supervi
sion of, ELDAbefore the lexicon is passed
uon to expert validation sites to complete the
r mentation, and so a section is devoted tvalidation. Expert validation sites will be
what the latter should contain. Finally | chosen for their expertise in the lexicography
qivalidation report template is included forof the language(s) treated by the lexicon in
jivalidators to complete. question.
yrLexicon validation has two main aspec z TechnicalValidation
e Perhaps the most important task involved in
technical validation is parsing the lexicon to

guide to lexicon validation, followed by
nmore discursive section discussing e3

of the various steps and the characte

tics which are to be checkebhe valida
ntion process relies heavily on good ded

gwith the linguistic soundness of th
coding in a lexicon, and formal validg
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check its syntactic consistenay order to
ensure that it is in fact usable in an N&y&
tem.In addition, a number of technical ¢h
racteristics of lexica have been identifie
such as the medium on which it is deliv
red, the character set used, the number
type of entries and the format, all of whig
must be checked by the validatbor some
of these characteristics certain requi
ments have been defined (e.g. the prefer
format is SGML), whilst others (e.g. th
number of entries) are quite open.

Conformity with Specifications

The next stage in the process is to valid
the lexicon's conformity with its specifica
tions, that is, to check that the lexicg
contains all the legal features specified for]
and only these. Such specifications m
either be the producer's own or an exter
standard. In fact, at the beginning of the-p
ject we had provisionally defined this sta
as checking conformity with "standards
However there is a potentially very kge

number of diferent types of lexica, based gn

a variety of linguistic formalisms, whic
could currently be distributed by ELDAs
a result, it became clear that there could
be one single standard against which all-lg
ca should be validated, and fdifent stan
dards for the many dé#rent types of lexica
do not exist.Whilst the use of standard
such as those being developed un
EAGLES is certainly to be encouraged,
this stage it would not be reasonable
reject an otherwise acceptable lexic
because it does not conform to such

language-specific aspects of content valida
tion, it is hoped that the criteria developed by
expert validators for a particular language
can be provided as feedback to the manual
and possibly incorporated as appendices.
Such appendices could then serve as an aid to
kguages typically pose their own speci i(validator_s in desig_ning new validations for
problems in constructing a lexicon, t cother lexica, especially those treating closely
€manual does not give a definitive list pf'elated languages.
Iall the features to be checked in validaThe two reports mentioned in this article are
€ting the content of a lexicon. Rathér | available from ELDA, free of chge:
provides an overall methodology ancUnderwood N & C Navarretta, "/raft
guidelines for the validator in selectingManual for theValidation of Lexica. Final
samples to be checked and in design|nReport". June, 1997.
a validation which is pertinent both to Underwood N & C Navarretta, Bivards a
rthe language in question and the interStandard for the Creation of Lexica". June,
ded coverage and purpose of the lexicpr1997.
aln developing a general sampling tech
ninique, the manual takes a somew
| _pragmatic approach, taking into accoynEAGLES
)¢

ContentValidation

In the final stage, content validation, the
aim is to assess how the specific lingujs
d1ic features are applied in the lexicon afu
© how far the correct values are assigrle
@in the entries. Because féifent lan

A

Al

References

(1996a) "Synopsis and
both the need to ensure representatiyitComparison of Morphosyntactic Phenomena
and the time and costs involved. It alscEncoded in Lexicons and CorporaA
‘includes a number of indicative Common Poposal and Applications to
examples, from diérent languages, of European Languages". EAGLES Document
) the type of phenomena which a validato EAG-LSG/IR-T4.6/CSG-T3.2

may need to check. EAGLES (1996b) "Subcategorisation
o Feedback Sandads, Repor of the EAGLES
x During the development of the manuaLlexicon/Syntax Gup. Sharp Laboratories
we received invaluable feedback frofrof Europe, Oxfod Science Park, Oxfdr UK.

members of the ELRApanel for
s Validation of Written ResourcesThe
decurrent manual has the status of a dijal
aand once the validation procedure Hal
tbeen tested on specific lexica, we lopk
Diforward to receiving feedback on
aaspects of the validation procedure an

For more information, please contact:
Nancy Underwood

CST (Center for Sprogteknologi)
Njalsgade, 80

DK 2300 Copenhagen S - Denmark
Tel: +45 35 32 90 90 - Fax: +45 35 328®

external standard.

manual. In particulamwith respect to th

Techniques for Evaluation of Language Corpora: A Report from

the Front, Lou Burnad and Bny McEney

his brief report describes the work W

I are currently undertaking for ELR#&
develop guidelines for the validatio

of corpus encoding. Until recentlsuch gui
delines would have been meaningless, si
almost every new corpus developed use

new encoding schem®day howeverwith
corpus encoding slowly conygng on the

heshould provide a rapid and explicit account
H of what a corpus contains, and hence its like
nly usefulness in a given task.

Our view is that validation procedures for
glanguage corpora should thus concern them

‘selves chiefly with the relationship between
nwhat is actually present in a corpus, and
s what claims are made aboutThe primary

evely uncontentious, and is indeed t
subject of important ongoing work i
n standardisation (e.g. the EAGLES exte
sions to 1ISO 9126). Howevethe deve
ndlopment and application of encodin
d standards for language corpora seemn
be at an earlier stage of developme
Although the applicability of a corpu

use of SGMLand the availability of detaile
recommendations such as thoseT&l and
EAGLES, the task is not merely possib
but also necessary

The necessity for such guidelines is b
understood if we take a look at what has-h
pened in other areas where products wit
wide market have been developed.
example, the need for validation with resp
to software, or other consumer products
defined outputs and defined goals, is rel

The ELRANewsletter

resource is likely to be far greater thargoal of such procedures should be to esta
the uses originally envisaged for it, apcblish that a corpus is accurately and eom
eindeed may often be unpredictable,-corpletely described by its associated docu
pus developers are only slowly begin mentation, and secondarily to assess-whe
«ning to see how this unpredictability ther the features present conform with
imakes the need for agreed and well-d¢freasonable user expectations, i.e. whether
ned practices in encoding moregent. | they are "fit for use".

cFor the producer of a corpus, validatiorWith this in mind, we are working with
¢may simply be a form of quality contro|, tripartite description of validation:
itakin to traditional proof-reading; whil¢ « internal validation: for example, wh
tfor the user of a corpus, validatignther the encoding scheme used is s

elf-
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consistent, and conforms to a formal -dé¢<In doing this we are arriving at a view ¢fcorrectly stated to be present in a given
cription; where 'reality gaps' are ergerg; for | context.

- external validation: for example, whethgiexample, where current corpus encodin\york on each of these is currently in pro
the corpus conforms to some external staiStandards do not encode features felf igressThe degree to which these three levels
dard such as th&EI/EAGLES recommen | be essential by the user community | of procedure may be automated is being
dations. Note that conformance to suct Where corpus builders are not encodinassessed, and informal descriptions of the
standard may exist, even when no explic corpora in line with current standardsyarious tools available to perform such auto
claim that this is the case is made; and best practice. matic validation at each level are being-pro
- useroriented validation, or “fitness foy Obviously in order to carry out such avided.

use": for example, whether the featureStudy we have had to select a rang€l (oy; results so far seem to indicate that (with
encoded form a reasonable subset of exprecorpora from the many that are eur 5 fe\y notable exceptions) current standards
sed user needs. rently available. Our sampling proce 4re somewhat in advance of current practice,
To identify those needs, we began our wordure aimed to maximise variability in anq are also falling somewhat short of user

by attempting to define an appropriate a
lytic framework for the validation of langua
ge corpora. Our first approach was to der
this empirically by examination of a &

sample of existing corpora and their dog
mentation, and by a user survéydeed, it is
quite likely that you have seen and answe

one of theWeb questionnaires that we haye

distributed over the past few monti(.so,

then may we thank you once again!) Our-e
mination of the data allowed us to compg
the features proposed by several related s
dards with actual user requirements as so
ted by questionnaire, and actual user prac
as demonstrated in a wide sample of corp

At the heart of our work is a cross-tabulati
of three sets of features: those recommen
by European standards (EAGLES in paric
lar), those specified by users and, finathe

zsuch features as languag
delicacy/method of mark-up, comme
ycial interest, size, topic, etattention
was paid to a range of features, incl
yding technical characteristics (delive
media, physical encoding, etcgnd
edocumentary characteristics (usabili
and accuracy of documentation),
well as inherent linguistic propertig
.:made explicit in the corpora.
\rFollowing this overall surveywe will
tzproceed to define a staged series of-v.
icdation procedures:
til. those concerned with detecting the
brpresence of a given feature;
h12. those concerned with identifyin
dithe syntactic correctness and cons
utency of the feature's representation Tony McEnery Lancaster
. . United Kingdom
3. those concerned with semantic or

expectationsThis suggests to us that deve
I lopment of better and more exacting valida
tion tools should be given a high priority
UReports from this project will be made
Yavailable via ELRAIn the near future. In
the mean time, we would be very interested
Byin your comments or feedback: please
A'contact either of us at the addresses given.
S Draft versions of the project reports are
available at the following URL:
http://users.ox.ac.uk/~lou/wip/ELRA/

Al

For more information, please contact:
Lou Burnard, Oxford University Computi
Service, United Kingdom
lou.burnard@oucs.ox.ac.uk

ng

]

Universit

actual features found in the sample corpa

Probabilistic analysis
Florian Schiel

. -Imcenery@comp.lancs.ac.uk
rirectness, i.e. whether the featureli ye P

of pronunciation with MAUS

his paperwas first pesented orally at,
I the CWPU workshop in Berlin
Germany 22-23 October 1997. ttes
cribes a method to automatically dete
pronunciation variants in lage speech cer
pora within the framework of the MAU
project. MAUS stands for 'Munic
Automatic Segmentation System' a geng
purpose tool for automatically labellin
and segmenting ead or spontaneou
German speech into phonetic/phonolog
segments. MAUS output can, for examp
be used to build pbabilistic models of
pronunciation of fluent German asftected
by the analysed corpus. These models
be the basis for phonetic investigations
can be incorporated into classic spee
recognition algorithms.

Introduction to MAUS

The MAUS system was developed at t
Bavarian Archive for Speech Signal
(BAS) to facilitate the otherwise very time

consuming manual labelling and se
, mentation of speech corpora into ph
netic units. Initially funded by th
cGerman government within th
Verbmobil | project, MAUS has no

corpora (read speech) and Yerbmobil cor
pus (spontaneous speechlowever since
this labelling and segmentation is done
manually it takes about 800 times as long
as the utterance itself, e.g. to label and seg
Sbeen extended by BAS with the aim piment a 10-second utterance, a skilled-pho
h automatically improving all BAS spe€ netician spends about 2 hours and 13
2rch corpora by means of complete broa minutes at the computdt is clear that such
) phonetic transcriptions and segmentaan enormous &rt makes it impossible to
5 tions. The basic motivation for MAUS annotate lege corpora such as the
ilis the hypothesis that automatic spegcVerbmobil corpus, which contains over 33
lerecognition (ASR) of conversational hours of speech. On the other hand, such
speech, as well as high quality ‘conceptlarge databases are gently needed for
to-speech’ systems, will require hugeempirical investigations at the phonological
ccamounts of carefully labelled and seg and lexical level.
omented speech data for successfut pranput to the MAUS system takes the form
clgress. of the digitised speech wave and any kind
Traditionally, a small part of a speechof orthographic representation that reflects
corpus is transcribed and segmented|tthe chain of words in the utterance.
hand to yield bootstrap data faSR or | Optionally there may be markers for non-
hibasic units for concatenative speeglspeech events as well, but this is not essen
5 synthesis (e.g. PSOLA). Examples ptial for MAUS. MAUS output consists of a
-such corpora are the PhonDat | and |llsequence of phonetic/phonemic symbols
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from the extended German SAM Phone

tiof the canonical pronunciation within tHesearch space is constrained by the directed
ncontext of+ 1 segments, together with acyclic graph from the first stage (see Figure

Alphabet, together with the time positig

within the corresponding speech signal. | the probability of such a varianThe

microrules are automaticallgerived

2 for an example). Currently we use HTK
2.0 as the aligner with the following pre-pro

Example: from manually segmented parts of thecessing: 12 MFCCs + log Empt Delta,
Input: corpus. Hence, these rules are corpufelta-delta every 10 msecs. Models are left-
SpeechNave + 'bis magen wiederhoeren' | dependent and contain no a priori krojvto-right, 3 to 5 states and 5 mixtures per
Outout: ledge gbout German pronunciation state. No tying of parameters was applied to
_p_MAU: 0479 -1 <p:> Depending on the pruning factor (obserkeep the model as sharp as possiblee
MAU: 4804800 b :
MAU: 961 478 0 | W
MAU: 1440 1758 0 s (phonolex) (PHONRUL ) (REFRUL)
MAU: 2720 959 1 m A A A
MAU: 3680 799 1 O | !
MAU: 4480 2399 1 6 ¥ i '
MAU: 6880 2079 1 N Gtterance> ' !
MAU: 8960 799 2 v v :
MAU: 9760 959 2 i: Generator :
MAU: 10720479 2d E
MAU: 11200 2239 2 6 Signal > Fromay !
MAU: 13440 799 2 h @ >| Viterbi i
MAU: 14240 639 2 2:
MAU: 14880 1439 2 6
MAU: 16320 1599 2 n

MAU: 17920 1759 -1 <p:>
The output is written as a tier in the ne

BAS Partitur format. '"MAU:' is a label t0 size of the manually segmented data,
identify the MAUS tier; the first integef

gives the start of the segment in samp
counted from the beginning of the utteran
the second integer shows the length of
segment in samples, while the third numi
is the word order and the final string is t
labelling of the segment in extended Gern
SAM-PA.

MAUS is a three-stage system (see Figure

In the first step, the orthographic string

the utterance is looked up in a canoni¢a}

pronunciation dictionary (e.g. PHONGC
LEX) and processed into a Markov cha

(represented as a directed acyclic graphy,

containing all possible alternative pronu
ciations using either a set of data driv
microrules or using the phonetic expert-sy
tem PHONRUL.

A microrule set describes possible alteratig

Wations are very rarely discarded) and {

microrule set consists of 500 to 2,0
lesiles. In this paper we use a set
ceapproximately 1,200 rules derived fro
th22 manually segmentederbmobil dia
elogues from the Kiel Corpus o
NeSpontaneous Speech.

% he expert system PHONRUtonsists
of a rule set of over 6,000 rules wit
1ynlimited contextThe rules were com
fpiled by an experienced phonetician
Olthe basis of literature and generalis
F9observations in manually transcribg
' data.There is no statistical informatio
INyithin this rule set; all rules are treats
PWith equal probability PHONRUL is
N therefore a generic model and should
Fltonsidered independent of the analyg

Sspeech corpus.
The second stage of MAUS is a stand
NEIMM Viterbi alignment in which th

henodels were trained to manually segmented
hspeech only (no embedded re-estimation).
)é)f Probabilistic pronunciation model
mAside from the many other uses of MAUS
output, in this paper we will show how to
f derive a simple but &fctive probabilistic
pronunciation model foASR from the data.
There are two obvious ways to use the
hMAUS results for this purpose:
A) use direct statistics on the observed
pryariants;
edB) use generalised statistics in the form of
dmicrorules.

| | Direct Satistics

Since in the MAUS output each segment is
bassigned to a word reference level (Partitur
eformat) it is quite easy to derive all obser

ved pronunciation variants from a corpus
r@nd collect them in a PHONOLEX style dic

tionary The analysis of the training set of

Oy T
R i
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the 1996Verbmobil evaluation (volumes 1
5, 7, 12) led to a colléion of approximate
ly 230,000 observations.

Obviously many of the observations are 1
frequent enough for statistical paramete
sation, which is why the baseline dictiona

- (see “Introduction to MAUS”) or use ned using canonical pronunciations. Our
the rule set PHONRUL. hypothesis is that an increase in recognition
B) Apply this rule set to segment the ri performance can only be.a(.:hieved if the fol

ohing corpus and count all appliances |o/owing conditions are satisfied:

rieach rule forming the statistics of the re¢ol. A reliable statistical model for pronuneia

rygnition rule set. tion (which very likely will turn out to be

is pruned in the following way:
» Observations with a total count of less th
N per lexical item are discarded.

» From the remaining observations for ea

lexical word, L, the a posteriori probabil

ties, P(V|L), that the variai was observed

are calculatedAll variants that have les
than M% of the total probability mass al
discarded.

Chatter case.

> therefore robust), are independent of
'€dictionary used for recognition (whic
will certainly contain words that wer

¢ The remaining variants are re-normaliseg,

to a total probability mass of 1.0.
Generalised statistics
The use of direct statistics has the dis

vantage that most of the words will be
modelled by only one variant, which in
many cases will be the canonical prond

ciation because of lack of datAn easy
way to generalise to less frequent
unseen) words is to use not the statist
relating to the variant itself, but the unede
lying rules applied during the MAUS seg
mentation process. Note that this h
nothing to do with the statistical weights
the microrules mentioned earlier in th
paper; it is the number of times these ru
are applied that counts.

Since there is no formal distinction be
ween microrules for segmentation
MAUS and probabilistic rules for recogn
tion, we can use the same format and fi
malism for this approach as in MAUBhe
step-by-step procedure is as follows:

A) Derive a set of statistical microrule
from a subset of manually segmented d

Ehever seen in the training set) and ge
ralise knowledge about pronunciation
unseen cases. Howeyehe last point

| ay be a source of uncertaingmce it

Nthe context we are using is aient to

o]
ic
r

laces where this context occurs.
S

Automatic Speech Recognition
y (ASR)

@S here have been several attempts
?fincorporate knowledge about pronunrc
IStion into standard methods fokSR.
€Rlost of them (with a few exceptions) d

not yield any improvementd.he agu-

Nmodelling on the lexical level isfskt by
the fact that the search space and/or
Ordictionary ambivalence

take reliable statistics into accou
s (because they were simply not availab
atand used acoustic models that were-t

Figure 3
70 [Figure3] 66,350
©
5
§ NSRS significant
= - 63.44% at 0.001
= 60 -
o -
= — .-
: -
: -
" .-
50 ’
R 4
i ’
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rs
40 ’
/
r
s
I
g i e )
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annot be foreseen whether the gener
sation is valid in all cases in which th
context matchesMe cannot be sure thg

justify the usage of a certain rule in a

in-crease!
However most of the literature did no

Note that the recognition rule set migji@dapted to the task) and
albe a subset of the PHONRUL/microruje2. Acoustic models that match the modelling
set, although this is very unlikely in theat the lexical level.

We are currently conducting several experi

This approach has the great advantacments on this basis with a standard HTK
that the statistics are more compact (gnrecogniser for the 199&erbmobil evalua

htion task. In this paper we will only report on
h preliminary results using the direct statistics
L approach.

n¢A standard HTK 2.0 recogniser with the-fol
tclowing properties was designed for the expe
riment:

The speech signal is mean subtracted,
aemphasised and pre-processed into 12
€EMFCCs + log Eneggy, Delta, Delta-delta
it every 10 msecslraining and test sets are

defined in the 1996/erbmobil evaluation
ltask ('Kuer', test corpus: 6,555 wordEhe
canonical dictionary contains 840 feifent
entries. The language model is a simple
bigram calcu-lated exclusively from the trai
ning set.The acoustic models are monopho
tne left-to-right HMMs with 3-5 states of 7
amixtures each without tyingWe use 46
models from the extended German SAM-
d PA, including one model for silence and one
model for non-speech events.

U ment was that the advantage of betteWe trained and tested the recogniser with the

same amount of data in two fHfent
ttfashions:

S A) Baseline System

! Standard bootstrapping to manually labelled
Mdata and iterative embedded re-estimation
e(segmental k-means) until the performance
@on the independent test set comeet (note:
performance in terms of word accuradgfr
ned by (number of words - insgons - repla
cements - deletions) / number of wordd)e
re-estimation process utilised a canonical
pronunciation dictionary with one pronuncia
tion per lexical entryThe system was tested
with the same canonical dictionary
B) MAUS System

This system was bootstrapped to one third of
the training corpus (approximately 10 hours
of speech) using the MAUS segmentation
and then iteratively re-estimated using the
transcripts of the MAUS analysis instead of
the canonical dictionary (note that the seg
mental information of the MAUS analysis
was NOTused here)The system was tested
with the probabilistic pronunciation model
described in the section on direct statistics
using the pruning parameters N=20 and
M=0%.

Figure 3 shows the performance of both-sys
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tems during the training process. Note thé¢speech corpora into broad phone
the MAUS system starts out with a mug¢talphabets completely automaticallhis
higher performance level because it wa€nables us for the first time to derive-s
bootstrapped to 10 hours of MAUS d i.tistical models on diérent processing

iccesimilar resources to those currently being
produced at BAS for the German language.

aThe first joint project (MIGHTYMAUS) for
American English and Japanese is scheduled

(compared to 1 hour 40 minutes of manu
ly labelled data for the baseline syste
After training, the MAUS system conggs
on a significantly higher performance le
of 66.35%, compared to 63.44% for t
baseline system.

Conclusions

The MAUS system can be usedeetively
to label and segment read and spontan

levels (acoustic, phonetic, lexical) on thefor 1998 together with the International
\basis of very lage databasesVe have| computer Science Institute (ICSI), Berkeley

‘shown that the usage of this data gacgjifomi d Sofia Uni ok
significantly improveASR for sponta | —o 0 & @nd sotia niversityrokyo.

neous speech.

€The MAUS principle is not languagg-
dependent (although the requir
resources are!)We therefore strongl
encourage colleagues in other Europes
countries to adopt the MAUS principl
ofor their specific languages and to predu

For more information, please contact:
Florian Schiel

BavarianArchive for Speech Signals
University of Munich, Germany
schiel@phonetik.uni-muenchen.de/Bas
http://www.phonetik.uni-muenchen.de/Bas

~

Integrating Arabic into a Western MT System

Catherine Pease

xperiments in the automatic transl
Etion of Arabic were carried out at th

Institute for Applied Information
Science, Saarbriicken, as part of Ahemed
project, which was financed by the Europe
Commissiors INCO programmelhe aim of
this project was to develop a system wh
translates medical classifications (based
the SNOMED medical codes) from Englig
into Arabic, and German and English meg
cal texts intoArabic. The system consists @
two main components: a transfe
constraint- and unification-based machi
translation system (C), and anArabic
morphological generator (written at th
Electronic Research Institute in Cairo).
Introducing Arabic into the CA2 system
and translating the (at least linguisticall
Western-dominated field of medicine in
Arabic both raised a number of interesti
issues, such as to what extent the “univer
linguistic phenomena implemented in TA
were really universal, and whether Lati
based words dkrabic should be used for th
translation of medical terminology (Lati
medical terms are often simply transliterat;
for use in Arabic). However the issue
addressed in this article is that of lexicog
phical oganisation, and the dii€ulties faced
when trying to integratarabic into a frame
work written for Western European lan
guages.
The CAT2 MT system was first developed i
1987 as a sideline to Eurotighe system hag
two basic parts, the formalism and its imp
mentation (the software) and the lexig
grammars and translation modules (the-lir
ware). The basic architecture of the TA
system is a classic stratificational, transf
based one, and uses tree structures a
levels.The approach followed in & the
abstracting away from surface features §
the reliance on semantic and pragma

A of general cognitive categories relating|tcdiffer in categoryand possibly also in aspect
e time, space and cause in the Interfacand modality), or else they denote aguar
Structure representation) is locatecment in the subcategorisation frame (one of
somewhere between a normal wordthe thematic roles) of the lexeme if it is pre
abased transfer and an interlingua, andicative.The only condition for entering dif
presupposes a fully competent languagferent lemmas (derivations of the same lexe
clcomponent which can relate the semarntime) in one entry is that they share the same
cand pragmatic content to its surfagesubcategorisation frame.
hrepresentationsThe backbone of thig By far the most interesting aspect within this
li implementation can be found in theyar | experiment was the comparison of the lexical
f nisation of lexical concepts: dictionany structures found iArabic and in th&Vestern
entries in CA2 are lexeme-based, whigh |anguages for which the system was written.
nimeans that a lexeme forms the key of Arabic is morphologically very rich, and
lexical entry regardless of morphosyn contains countless possibilities for expres
etactic information. This information is| sing conceptual phenomena morphological
then encoded by describingfeifent rea | ly. Paradoxicallyhowever this very richness
lisations of this lexeme: i.e. lemmas. | often defied attempts to exploit the resulting
y)Figure 1 shows the R entry for the lexe | derivational richness iArabic, which ideal
omesdl (VERB,VN_AGENTVN_ING and | ly should be advantageous in this form of
N(VN_IRREG are macros containing lexicon-writing as it enables one stem and its
s grammatical and semantic information)) derivations to be more quickly and consis
The first lemma is the verb itself, the nexitently coded.
n-two are nominal forms of the verb, all of As shown in Figure 2 (next pageirabic
e which fill the zero agument slot (i.e. the derivation functions structurally in two
n process itself), and the last is the agentways: the awzaan (plural of wazn), formed
ewve derivation, which therefore fills the from the root and the mushtagaat (plural of
first agument slot of the subcategorisp mushtag), which are derivations from the
ation frame. awzaan. (\izn is often translated as “form’,

N
™),

A r)

Figure 1. The CAT entry for the lexeme sell
n seII={Iexeme=seII,head=({|l2emma=se|I,VERB};{Iemma=seIIing,V };
#Iemma=sale,VN_IR EG};{lemma=selleNN_AGEN
o rame={agl={role=agent},ag2={role=theme}, ag3={role=goal}}}.[ 1.
al
c¢Coding the various lemmas was relative

easy as dferences between derivatior]

hwhich | shall use here interchangeably with
swazn, but as mushtaq is translated as -deri

erof a lexeme in German, English ar
French (from here on the T2 lan

guages') are limited either to a variati
inin syntactic category of the lexeme (i.
tithey denote the same concept as the I¢

aspects in transfer (attained by the inclus
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Figure 2: Arabic derivation
Root Wazn (form) Mushtaq (derivation)
dirAsa(study (noun))
| rasa(1lst form)---|----dars (lesson)
drs--- ( tud
rs— st ys | ! madrasa(school)
mudaris (teacher)
darrasa(2n fhrm)———|—---muda|ras (taught material)
tadris (teaching (houn))

vation.This semantic derivation makes it-dif meaning to exit, anthkharagameaning
ficult to establish what the “lexeme' is (theto graduateThese are obviously conne
minimal unit of meaning of a word). Let usted in meaning, for the fifth form literal
tentatively assume, for the sake ajument, | ly means to exit from university (sud
that these two types coincide: the mushtagaaessfully). Because it adds anoth
represent grammatical derivation, and th&emantic feature to the first form, though
awzaan semantic derivatichhe mushtagaaf we cannot say in CR that it is derived
were easy to encode as this type of derivaliofiom either this first form or the root, g
is common in many languages, including thejerivation in CA2 only involves mor
CAT2 languages, and can be encoded| ghosyntactic changes. It would be nec

[¢)

S

DC

(i.e. to treat as derivations of one lexeme)
those derivations which involve linking one
form to another (e.g. second form) by sup
pressing certain guments in the frame for
certain derivationsThe first (agentive) gu-
ment is suppressed for the first formroft
(die), for example, which is needed in the
derivation mut (kill second form)
Likewise, the passive form, the seventh
form, can also be easily incorporated by set
ting the second gument (the “theme' in this
case) to be the grammatical subject of the
surface structure.

Without a framework for semantic deriva
tion, however it is not possible to relate
takharaga to kharag&Vhat exactly is the
change in meaning, and how can we repre
sent it? One possibility would be to use
semantic predicates i.e. to analyse lexemes
componentiallyThis is achieved by reducing
meaning to the smallest possible semantic
units commonly known as “sense compo

shown in the CA2 entry above.

The grammatical derivations which invol
different mushtagaat relating to one w
present no real problem in CA implemen
tation, for the important thing is the inhe
tance of the subcategorisation frame (wh
allows “l like to read to be translated as
ahub al-garAa(l like the readiny even
though the derivational forms and syntac
categories ofread/qarAaare diferent). In
addition, as mentioned above, this phenor
non has already been implemented for ot
languages in the CR system. Howeveive
did discover grammatical derivations
Arabic for example locative derivation
which were rarely found in the other la
guages, and adjustments had to be mad
order to incorporate these.

The other derivational “direction' seman
derivation proved much more problemat
however Up to now we have been assumi
that the lexemes from which grammatic
derivations are made (we have only consi

red mushtaqaat) are the various awzaan, >0

the mushtad\kl (food) is derived fronAkala
(eat) (first form); the mushtag astamg
(usage) is derived fronAstAmala (use)
(eighth form). If, howevemwe want to claim
that the diferent awzaan are derivational
linked, we may need to take our derivatior

step furtherAs the lexeme is the smallegt

unit of meaning in a word, we obviously ea
not say that one wazn is derived from anot
whilst also claiming that they are bot
lexemesThis raises the question of wheth
it is the root which is the lexeme in whid
case the first form is strictly speaking alsd
derivation (a zero derivation) or whether t
root is merely a string of letters used by d
ferent awzaan for creating meaninghe

obvious answer is to look on the root itself
being our lexemeTake for example the firs

nents' and then describing words in terms of
these sense componenfBhis has been
implemented by Bonnie Dorr in the UNI

S TRAN MT system for English, Spanish and
" German. Kharaga and takharaga would then
be described in the following way:

kharaga: + Movement + Out (Building) +
Sentient Subject

\ takharaga: + Movement + Out (Building,

University) + Sentient (Human) Subject +
Success

>

sary to establish a framework for semg
etic derivation first.

However there are problems with thi
_view. How do we treat two forms of
I root which are not related in meanir
Cr('such adhadatha (happepandhaddatha
 (talk)). Or even two mushtagaat of of
_form (such as shaari/Astreet) and
limashrUA(project))?We could say that 4
root can represent more than one lexe
'S\Ve certainly allow a stem to be two i

q%rent_ Iexemgs in other Ignguages ‘It would seem that this analysis is the best

qoank in English. Howeveif we end up| angwerThis method of semantic representa

 having to claim that a root can represerjon s howevernot used in CA2 at present

" many lexemes, it would seem more-réaang would also be ditult to incorporate

L, $onable to say that the root itself is me[eyithin the present implementationyVhat
ly"a string of letters, without meaning, would be the advantage of these complex

iol;ro_m which diferent lexemes can be semantic descriptions? If carried out conse

c U|It Another pOInt IS that Some Of th quent'y they Would mean a much deeper

| -awzaan are related grammaticaligther | analysis of the intricate links withiarabic
Yhan semanticallyThe second form, fo morphology which might result in better

al . PR . .
" example, is often a transitivisation of artranslations  this would have to be tested.
- For the present, modest aims of the inclusion

transitive first form of the verb (e.

At (die)andmUt (kill)). The sixth form [ of anArabic component in CF2, it is easier
aLS often used to express reciprocality (€.¢just to write an additional transfer rule:

ahama (understandpfaahama (under
tand one another) The seventh for
also involves a grammatical derivatign
from the first form, as it indicates th
|, passive

m

kharaja <=> exit
takharaja <=> graduate

Y It is, however worth thinking along these

i.e. it gives the verb a pass|vlines for future NLPprojects as this type of
L sense without it being grammaticallysemantic representation certainly appears to
L dhassive (e.gkasara(break),inkasara(be | suit the derivational patterns found in the
pbroken)). Arabic language, and, what is more, may be
odf we maintain that the root is the lexemethe only way in which these patterns can be
h(possibly more than one), in an attemptjtiexploited in formal applications.
dink kharaga to takharaga, these link{Catherine Pease
heeed to be formally described befofe|institut fuerAngewandte Informationsforschu
if being implemented in an automatjc|an der Universitat des Saarlandes
application Are these links clear enough|Martin-LutherStrasse 14

aso be formally represented? Is it useful t( D-66111 Saarbrucken - Germany
t define such relationships for translation?|Tel: +49 681 3895126-Fax: +49 681 389514

ng

10

)

and the fifth forms of the rodthrj: kharaja
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LISA Workgroup onTools Benchmarking

Leon Rubinstein

he most recent LISALocalisation

I Industry  S$andards Association)
Forum, held in Geneva on 4-
December 1997, hosted \Workgroup on
Tools BenchmarkingAbout 30 tools users
both localisation service providers and hig

tech product developers, came to learn m
and share their experiences in the field.

TheWorkgroup was aanised by MrLeon
Rubinstein from the global outsourcin
company McQueen, who launched TleBe
(Tools Benchmarking) Special
Group (SIG) initiative at a previous LIS4
Forum inWashington DC this summeht
the end of theMorkgroup session, a co
team of participants set up a launclygdrof

one month to meet and define the fram

work of the SIG

TheToBe SIG has the following core goal
« compilation of a list of tools for beneh
marking (e.g. terminology management; t
minology extraction, text alignment,M,
workflow, localisation project managemer
controlled language authoring, Matc.)

* development of user profiles for benchm
king

« development of operations profiles f
benchmarking

S« definition and contracting of indepe

Interepi

« collection of existing valid informa| The SIG will consist of representatives of
tion on tools comparison the user communifybut will also co-opera
te closely with tools developers, both as
i experts and "watchdogs", who will provide
self-interested quality control of the evalua
tion methodsThe tests themselves will be
X ¥ performed by "independent" ganisations
Oigg:gvrvngrrlggtess, based on the evolvi '(e.g. the academic communityonsultants,
i etc.) and/or by memberganisations them

It was already clear that members woyliselves, depending on the specific project.
Ybe interested in defining specific real-life The SIG does not seek to re-invent anything
| scenarios to be tested with various todlsand will therefore actively try to collect all
\ n ordgr to compare such aspects asfunvalid information on tools comparison that

tionality, performance, usabilityand | already exists on the market.

egfcera“"”a' and technical complexity t,q ro5its will be published and distributed
o o ) to SIG members and will probably also be
The initial activity will be focused or) re-sold as a LISAroduct (this point will be
translation memory/translator's werk confirmed in the SIG's statutes).
bench products and could grow [c
S:encompass other tools further down
road. Members also agreed that this-act
2Ivity has to be ongoing in order to previ
de a continuous view of this evolvin
tmarket, utilise diverse real-life scen
rios, make testing applicable tofeifent
aroperations set-ups, and better under
tand the diferent tools' behaviour as
hrfunction of a set of external parameter
(to be defined by the members).

dent evaluation of tools against pre-e
ned profiles and real-life scenarios

h. initiation of an annual benchmarkin

€

For further information, please contact:
Leon Rubinstein

McQueen France - ZAC du Pont Blanc
26-28, rue Henri Becquerel

93275 Sevran Cedex

JFrance

1Tel. +33-1-49 36 53 23

Fax +33-1-49 36 53 33

E-mail: leon.rubinstein@mcqueen.com

“ELSNET in Wonderland”

How can we turn ELSNET into a showcase of Language and Speech technology?
March 25-27, 1998, Utecht, the Netherlands

LSNET members are invited to register for “ELSNETWonderland”, a two-day conference (lunch-to-lunch format) for the
entire ELSNETcommunity The conference will consist of a mix of practical and theoretical discussions, plenary sessions, an

mall working group sessions.

Given the current state of Language and
via its web pages? and what are the mai

Speech technology: which available facilities could EfféNEiTprinciple, for example

n research problems to be addressed in order to facilitate and promote the implementat

L&S technology in the emging Multilingual Information Society?

Conference esults will include:

« a number of concrete project proposals (pilot studies), leading to the implementation of new L&S technologies onsENENET’

pages;

« the identification of significant research
« identification of commercial or research
exhibition with the look and feel of a real

strands for the future (e.g. in the Comngdsiiin’Framework Programme);

systems resulting from EC funded projects, suitable for inclusion in a permanent electro

exhibition (in collaboration with Linglink).

Registration forms will be distributed via elsnet-list and viawWwW pages (http://wwvelsnet.og/wonderland/form.html), or will be

sent to you upon request.

Trans 10, 3512 JK Utrechthe Netherlands
phone +31 30 253 6039, fax +31 30 253 6000

Up-to-date information can be found at http://weisnet.og/wonderland.

The ELRA Newsl etter
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New resouices

ELRA-S0046 Poly\ar

PolyVar is a speaker verification database comprising native and non-native speakers of French, mainly from Switzerla
from other European countries. It consists of read and spontaneous speech recorded by 143 speakers (85 male ar
amounting to 160 hours of speech. Each speaker recorded from 1 to 229 sessions, giving a total of 3,600 recordddhe
data are provided with orthographic annotation.

The number of calls per speaker is as follows: 13 speakers called 100 times; 9 speakers called from 51 to 100 times;
called from 21 to 50 times; 3 speakers called frdntol20 times; 31 speakers called from 2 to 10 times; 71 speakers call
once

Each speaker uttered up to 5Jeliént items per session, including: 3 sequences of digits (1 ID nuinbexdit card number a
1 sequence of 6 digits); 24 application words (17 words about tourism — Martigny); 10 read sentences; 4 numbers (2 f
bers, 2 amounts), 2 items with dates (1 read/1 spontaneous), 2 items with hours (1 read/1 spontaneous), 2 spelled we
neous answers (questions about their gemdgive language and the weather); 1 comment; 1 telephone enquiry

File format: 8-bit a-law

Standard in use:NIST Price for ELRAmembers: Price for non members:

Sampling rate: 8 kHz for research use: 1,000 ECU for research use: 2,000 E
Medium: 8 CD-ROMs for commercial use: 2,000 ECU for commercial use: 4,000 EC

nd but
d 58 fe
essions

16 spe
ed only

nd
atural n
ds; 3 sf

tU

ELRA-S0047 SpeechDat Speakererification database
This subset of Polyaf consists of 20 speakers which recorded 50 ses3ibadormat in use is a-law with SAM headers.
Mediunt 3 CD-ROMs

Price for ELRAmMembers: Price for non members:

for research use:; 750 ECU for research use: 1500 ECU
for commercial use: 1500 ECU for commercial use: 3000

—CU

ELRA-W0016 Karl-May-Korpus (KM corpus)

The "Karl-May-Korpus" is a monolingual German corpus, available in an SGML-ta&f8@tl text format. It contains the wor

of the German author Karl May (1842-1912) and consists of around 1.6 million words (divided into 9 subcorpora of abo
words each)The corpus was created between 1993 and 1997.

Each word form is tagged with a word class (1 out of 43 classes) and appropriate lemma.

File format: Text Price for ELRAmembers: Price for non-members:

Standard in use:SGML for research use: 400 ECU for research use: 800 ECU
Character set: 8-bit ASCII for commercial use: 2,500 ECU for commercial use: 3,500 EC

ks
it 180,0

)
tU

ELRA-S0034Verbmobil

This resource consists of spontaneous speech recorded in a dialogue task (appointment schieeinghan corpus has a

total of 13,910 utterances (turnghe BAS edition of the German part has been fully labelled and segmented into phonemic/pho

netic SAM-RA by the MAUS system, and partly segmented manually

New corpora available via ELR@or the complete list, please contact ELBAvisit the ELRAor BAS Web sites):
VM CD 13.0 -VM13.0 (original edition)

American/'Denglish™ - 90 speakers - 1,714 turns - 200 spontaneous dialogues.

VM CD 13.1 -VM13.1 (new edition)

American/'Denglish™ - 90 speakers - 1,714 turns - 200 spontaneous dialogues - transliteration.

VM CD 14.0 -VM14.0 (original edition)

97 speakers - 1,891 turns - 156 spontaneous dialogues - transliteration.

VM CD 14.1 -VM14.1 (new edition)

97 speakers - 1,891 turns - 156 spontaneous dialogues - transliteration - PhonDat 2 headers - Partitur Files**.
* 'Denglish’: English spoken by Germans.

** Partitur files: files describing the ddrent parts which constitute the corpus word gnalerase ordeeetc.
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